Estimation of an earthquake focal mechanism from a satellite radar interferogram: Application to the December 4, 1992 Landers aftershock
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Abstract. Using the interferometric fringes generated by the phase difference between a pair of synthetic-aperture radar (SAR) images acquired by the ERS-1 satellite, we estimate the focal mechanism of a small, shallow thrust earthquake. The inversion procedure is an iterative, linearized least-squares algorithm based on a standard elastic dislocation formulation for coseismic displacements. Our preferred estimate is a thrust focal mechanism with its hypocenter at (N34.35° ± 0.4 km, W116.91° ± 0.2 km, 2.6 ± 0.3 km depth) on a plane dipping southward beneath the San Bernardino Mountains, with a moment magnitude (Mw) of 5.4. The strike, dip, and rake are N106°E ± 7°, 28° ± 4°, and 93° ± 4°, respectively on a fault 3.1 ± 0.5 km wide and 2.9 ± 0.4 km long. The precision of these estimates is competitive with seismological determinations.

Introduction

Geodetic measurements of the coseismic deformation associated with shallow earthquakes are useful for determining the spatial extent of rupture on the fault plane. Because geodetic measurements are required both before and after the earthquake, however, the displacement field is spatially undersampled. The new technique of satellite radar interferometry can overcome this problem by providing dense spatial sampling in two dimensions with one measurement roughly every 100 m. This technique saw its first seismological application in the magnitude (Mw) 7.3 Landers earthquake of June 28, 1992, which generated over 7 m of displacement at the surface [Massonnet et al., 1993; Massonnet et al., 1994; Zebker et al., 1994]. It is also capable of measuring much smaller earthquakes, such as the Mw = 5.1 aftershock of December 4, 1992 (Figure 1). The decimeter-sized displacement produced by this aftershock was well sampled by the radar aboard the ERS-1 satellite, but was not measured by any other geodetic technique. In this paper, we model the coseismic displacement field of the December 4 aftershock as recorded in the radar interferogram.

To measure the deformation, we analyze interference patterns constructed from the difference of two synthetic aperture radar (SAR) images acquired by the ERS-1 satellite. The resulting interferogram is a contour map of the change in range, that is, the component of the displacement vector which points toward the satellite. The details of the techniques used to calculate the interferograms are described elsewhere [Massonnet and Rabaut, 1993; Massonnet et al., 1993; Massonnet et al., 1994].

The ERS-1 satellite acquired one radar image of the epicentral area prior to the main June 28 shock at Landers, and eight afterward. The first coseismic interferogram, constructed from images acquired on April 24 and August 7, 1992, has been published previously [Massonnet et al., 1993]. Taking the date of the main shock on June 28, 1992 as a temporal origin, we denote this interval of time as [-65, +40] days. Subsequent interferograms spanning different portions of the postseismic period covering the intervals [65, +355], [+40, +355], and [+40, +355] d have been published as Figures 2a, b, and c, respectively in Massonnet et al. [1994].

The clearest observation of the displacement produced by the December 4 aftershock occurs in the interferogram for the interval [-65, +355] d. The fundamental observation consists of several round fringes centered on a point less than 2 km from the epicenter estimated from regional seismograms [Hauksson et al., 1993]. The location of the earthquake is the first piece of evidence that it is responsible for the observed fringes.

The second piece of evidence is the date. The fringes are visible in the interferograms for the intervals [-65, +355], [+40, +355], and [+40, +355] d, but not in the interval [-65, +40] days [Massonnet et al., 1994]. By elimination, the event which produced these fringes must have occurred in the interval [+40, +180] d, that is, between August 7 and December 25, 1992.

The third piece of evidence is the focal mechanism. Unlike most of the other Landers aftershocks with M3, magnitude greater than 5, the December 4 aftershock at 02:08 GMT has a thrust mechanism [Hauksson et al., 1993; Jones and Hough, 1994]. Such a mechanism creates predominantly vertical displacements at the surface, which are more readily detected by radar than horizontal displacements. This is a geometric consequence of the 23° angle of incidence used by the ERS-1 radar.

The fourth piece of evidence is the shallow hypocentral depth of 2 km estimated from the seismological data [Hauksson et al., 1993], which creates larger displacements at the surface than deeper events of the same magnitude. From the four pieces of evidence, we conclude that the December 4 aftershock generated the observed fringes because it is the only thrusting aftershock in the catalog with M3, > 5 and depth < 5 km to occur at the right place and the right time [Hauksson et al., 1993].

Having identified the cause of the fringes, we next convert them from cycles of ambiguous phase into millimeters of absolute range change by counting and digitizing them (Figure 2). Because the digitized interferogram also contains fringes due to the Landers and Big Bear earthquakes, we subtract the range changes predicted by a model for these two events estimated from GPS measurements of coseismic displacement [Hudnut et al., 1994]. This correction may be visualized as a sloping surface which is almost planar because the study area
and \( d \) give the east, north, and vertical coordinates of the lower left-hand corner of the rectangular fault patch in km; \( \alpha \) and \( d \) its strike and dip in degrees, \( L \) and \( W \) its length and width in km. The triplet \((U_1, U_2, U_3)\) gives the left-lateral, up-dip, and tensile components of the fault slip vector \( \mathbf{U} \) in mm. Following this calculation, the scalar change in range is calculated \( \Delta p = -\mathbf{u} \cdot \hat{s} \), where \( \hat{s} \) is the unit vector pointing from the ground point toward the satellite.

The inverse problem consists of minimizing the difference between the observed range change \( \mathbf{d} \) and the modeled range change \( \mathbf{g}(\mathbf{p}) \). It can be solved using an iterative linearized least-squares scheme since the function \( \mathbf{g} \) is not sharply nonlinear and we have a reasonable prior model \( \mathbf{p}_0 \) from the seismological focal mechanism. Specifically, we use equation (25) of Tarantola and Valette [1982], with diagonal matrices for the data covariance \( \mathbf{C}_{dd,\mathbf{p}_0} \) and the prior model covariance \( \mathbf{C}_{p_0} \). The standard deviation for each data point is assumed to be 34 mm in range, based on a comparison with GPS measurements of the coseismic displacements at Landers [Massonnet et al., 1993]. For the model covariance, we have assumed reasonably loose values, such that the square roots of the diagonal elements of \( \mathbf{C}_{p_0} \) are 1 km for \( X, Y, d, L, \) and \( W \), \( 10^5 \) for \( \alpha \) and \( \delta \); 100 mm for \( U_1 \) and \( U_2 \); 0.01 mm for \( U_3 \). The tight constraint on the tensile component \( U_3 \) restricts the solution to a double-couple mechanism.

We begin with a prior model \( \mathbf{p}_0 \) in which \( X, Y, d, \alpha \) and \( \delta \) are taken from the seismological estimate [Hauksson et al., 1993] and \( U_1 = 112 \text{ mm}, U_2 = 195 \text{ mm}, U_3 = 0 \text{ mm}, \) is over 50 km from the Landers mainshock epicenter. The same model is used to identify the fringe corresponding to zero deformation, that is, the contour corresponding to the position of the ground surface prior to the Landers earthquake sequence. The result is a data set consisting of the range component of coseismic displacement measured at 477 points. These changes in range are assumed to have been produced primarily by the \( M_w = 5.1 \) aftershock at 02:08 GMT on December 4. Three other events may also make a small contribution to the range change: a \( M_w = 4.2 \) aftershock at 12:59 GMT at the same location but at 8 km depth, a \( M_w = 4.3 \) aftershock at 05:25 GMT at 5 km depth several km to the NW, and a \( M_w = 5.1 \) strike-slip event on November 27 at 5 km depth several km to the SE (solid dots in Figure 1) [Jones and Hough, 1994].

### Inverse Problem

Given the observed range changes, we seek the earthquake source parameters \( \mathbf{p} \) which best fit these data \( \mathbf{d} \). The relation \( \mathbf{d} = \mathbf{g}(\mathbf{p}) \) is assumed to be the result of a dislocation on a rectangular fault buried in an elastic half space [Okada, 1985]. The two Lamé moduli, \( \lambda \) and \( \mu \), are taken to be equal to approximate the crust as a Poisson solid. Using this description, the surface displacement vector \( \mathbf{u} \) can be calculated from ten parameters \( \mathbf{p} = [X, Y, d, \alpha, \delta, L, W, U_1, U_2, U_3] \), where \( X, Y, \)
fringes, it is relatively easy to find an acceptable new model ("B"). The misfit of model B, as measured by the RMS of the difference \( d - g(\mathbf{p}_B) \), is only 17 mm, better than model A by a factor of 2.4. In performing this exercise, we find that the fringes in the synthetic interferogram are particularly sensitive to the strike and depth of the fault patch.

Using model B as a prior model in the iterative least-squares inversion algorithm, we reach convergence within five iterations. The result, called model C, has an RMS misfit of 4.7 mm, better than model A by a factor of 8. It predicts interferometric fringes which are quite close to those in the observed interferogram (Figure 2). The residual interferogram (Figure 3), is obtained by subtracting the synthetic fringes from the observed fringes using a modulo operator which preserves the cyclic nature of the interferometric phase. The RMS scatter in this residual is 0.4 cycle, or 12 mm, about twice as high as the misfit determined from the 477 points alone. The good fit of the model to a superset of the data used to estimate it confirms that very little deformation remains unmodeled in the interferogram. It also suggests that the a priori value of 34 mm overestimates the uncertainty in the radar measurements of range change. This may reflect tropospheric errors in the vertical component of the GPS estimates used for the calibration. In this case, the actual uncertainty in the radar range would be better described by the 4 mm value predicted by propagating the topographic error into this interferogram [Massonnet et al., 1994]. Thus, the topographic error inherited from the digital elevation model appears to be the dominant source of uncertainty in the interferogram at short spatial scales.

The a posteriori uncertainty associated with each parameter estimate is calculated by Monte Carlo simulation. We add normally distributed, random perturbations to the data based on the a priori standard deviation of 34 mm. When inverted, the perturbed data yield a family of parameter estimates, for which the sample variance measures the a posteriori variance of model C. The square root of this quantity gives a posteriori uncertainty \( \sigma \) listed in Table 1. In performing these calculations, we effectively explore the model space in the neighborhood of model C, but do not find any other nearby (local) minima in misfit.

To evaluate the resolution, we consider the ratio of the a priori uncertainty to the a posteriori uncertainty for each parameter. This ratio is greater than 2 for all parameters except the strike \( \alpha \), for which the value is only 1.4, indicating poor resolution of this parameter.

### Table 1. Focal Mechanism Parameters for Event at 02:08 GMT on December 4, 1992

<table>
<thead>
<tr>
<th>Model</th>
<th>longitude*</th>
<th>latitude*</th>
<th>depth* (km)</th>
<th>strike (deg. CW)</th>
<th>dip (deg.)</th>
<th>rake (deg. CCW)</th>
<th>( U_1 ) (mm)</th>
<th>( U_2 ) (mm)</th>
<th>( U_3 ) (mm)</th>
<th>( L ) (km)</th>
<th>( W ) (km)</th>
<th>( M_w )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hauksson et al. [1993]</td>
<td>W116.90°</td>
<td>N34.37°</td>
<td>1.8</td>
<td>95</td>
<td>55</td>
<td>120</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>Jones and Hough [1994]</td>
<td>W116.90°</td>
<td>N34.35°</td>
<td>7</td>
<td>126</td>
<td>43</td>
<td>117</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.1</td>
</tr>
<tr>
<td>This study</td>
<td>W116.91°</td>
<td>N34.35°</td>
<td>2.6</td>
<td>100</td>
<td>28</td>
<td>93</td>
<td>-22</td>
<td>514</td>
<td>0</td>
<td>2.9</td>
<td>3.1</td>
<td>3.4</td>
</tr>
<tr>
<td>Hauksson et al. ( \sigma )</td>
<td>1 km</td>
<td>1 km</td>
<td>1</td>
<td>10</td>
<td>24</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A priori ( \sigma )</td>
<td>1 km</td>
<td>1 km</td>
<td>1</td>
<td>10</td>
<td>10</td>
<td>100</td>
<td>100</td>
<td>0.01</td>
<td>1</td>
<td>1</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>A posteriori ( \sigma )</td>
<td>0.2 km</td>
<td>0.4 km</td>
<td>0.3</td>
<td>7</td>
<td>3.5</td>
<td>4</td>
<td>40</td>
<td>37</td>
<td>0.4</td>
<td>0.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Prior/post</td>
<td>4.8</td>
<td>2.5</td>
<td>3.3</td>
<td>1.4</td>
<td>2.8</td>
<td>2.5</td>
<td>2.7</td>
<td>2.8</td>
<td>2.1</td>
<td>3.4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Coordinates of hypocenter at the center of a rectangular fault
Interpretation

The radar estimate agrees with two seismological estimates [Hauksson et al., 1993; Jones and Hough, 1994] for all parameters except depth and magnitude (Figure 1 and Table 1). The radar estimate of the epicentral location is less than 2.5 km from either seismological estimate, within the 2-dimensional 95% (2.45 σ) confidence ellipse if the average 1 km uncertainty given for the entire catalog in the former study is applicable. The radar estimate of the hypocentral depth 2.6 ± 0.3 km agrees with the 1.8 ± 1.0 km provided by the seismological catalog [Hauksson et al., 1993] but not with the 7 km value obtained by a grid search [Jones and Hough, 1994]. We note, however, that the latter algorithm uncovered a secondary minimum at 2 km depth with an indistinguishable mechanism (L. E. Jones, pers. comm., 1994).

The radar inversion procedure yields a thrusting focal mechanism which resembles the seismological estimates obtained using the standard HYPOINVERSE procedure [Hauksson et al., 1993] and a grid-search scheme [Jones and Hough, 1994]. The uncertainties in the former study are 10°, 24°, and 25° for strike, dip, and rake, respectively, on average for the entire catalog. The radar estimates fall within the 95% (1.96 σ) confidence limits for these parameters. The a posteriori uncertainties for the radar estimates are 7°, 3.5°, and 4° for strike, dip and rake, respectively.

For the moment magnitude Mw, the radar estimate is 5.4 ± 0.1, significantly larger than the value of 5.1 estimated from the two seismological studies. The usual explanation for such a difference in magnitude is that not all the strain energy released as permanent deformation is radiated as seismic waves. A more likely explanation is that the interferogram includes deformation produced by more than one earthquake. The three events noted earlier (05:25, 12:59, and 921127 in Figure 1) probably also contribute to the surface deformation recorded by the interferogram. The contribution is small, however, because all three of these events occurred below 5 km depth, almost twice the depth estimated by radar for the 02:08 event. Adding the moments for these three events to the seismological estimate for the 02:08 earthquake yields a total moment release equivalent to Mw = 5.5. In this sense, the radar estimate represents a composite mechanism for the ensemble of shallow earthquakes in this area between August 7 and December 25, 1992.

Throughout our analysis, we have assumed that the south-dipping focal plane is the rupture plane. This assumption is consistent with the southward dip of the North Frontal Fault Zone (NFFZ) and Sky Hi Ranch fault (SHRF) which bound the range front of the San Bernardino Mountains by dipping below them [Meisling and Weldon, 1989]. The south-dipping plane is also partially favored by the observation that most of the small aftershocks in the area occur to the south of the surface trace of the NFFZ and SHRF (Figure 1). On the other hand, the possibility of a north-dipping fault plane cannot be excluded solely on the basis of the radar data. Not surprisingly, there exists another local minimum in the surface of data model misfit. This second possible solution indicates a north-dipping focal plane with essentially the same geometry as our preferred south-dipping solution, but with an epicenter several kilometers to the north. The RMS misfit of this solution, is 5.1 mm, not distinguishably different from the 4.7 mm for the preferred south-dipping solution. Despite the high spatial sampling of the radar data, they are apparently insufficient to resolve the difference between the two fault planes in a double couple. We note, of course, that these differences arise only from the finite extent of the fault plane used in our model. These differences are not especially noticeable for the December 4 earthquake because the fault patch is almost square.

By using a radar interferogram acquired by satellite, we have, for the first time, determined the focal mechanism of an earthquake without an instrument on the ground. The accuracy of the estimate surpasses similar geodetic procedures and rivals seismological approaches. Although the prerequisites for the radar technique are admittedly restrictive, its application could prove quite useful in remote areas without local seismographic networks, such as Asia, or, in principle, other planets.
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