A new strategy for estimating geophysical parameters from InSAR data: Application to the Krafth central volcano in Iceland
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[1] We develop, validate, and apply a new strategy for estimating parameters in a geophysical model from interferometric synthetic aperture radar (InSAR) measurements. The observable quantity is a particular component of the deformation gradient tensor, defined as the derivative of the change in range with respect to the easting coordinate. This range change gradient is derived from wrapped phase data by a quadtree resampling procedure. Since the range change gradient is a continuous function of position, the strategy avoids the pitfalls associated with phase unwrapping techniques. To quantify the misfit between the observed and modeled values of the range gradient, the objective function calculates the cost as the absolute value of their difference, averaged over all samples. To minimize the objective function, we use a simulated annealing algorithm. This algorithm requires several thousand evaluations of the fitting function to find the optimum solution: the estimate of the model parameters that produces the lowest value of cost. For computational efficiency, we approximate the fitting function using a Taylor series. The simulated annealing algorithm then evaluates the approximate and fast version of the fitting function. After performing these two steps several times, the scheme converges, typically in a few iterations. We apply the strategy to Krafth central volcano in Iceland. Using a data set composed of eight interferometric pairs acquired by the ERS-1 and ERS-2 satellites over a 6-year interval between 1993 and 1999, we estimate the four parameters in a Mogi model. Results suggest a source at 4.98 ± 0.21 km depth and a deflation rate that decays exponentially over the interval, in agreement with previous studies.
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1. Introduction

[2] Interferometric Synthetic Aperture Radar (InSAR) has become an indispensable tool for estimating parameters in geophysical models related to earthquake and volcano deformation [Massonnet and Feigl, 1998; Wright, 2002]. The standard approach involves two steps. In the first step, an algorithm is used to unwrap the observed phase change (in cycles) to obtain the unambiguous range change
(in meters). In the second step, inverse modeling is used to estimate parameters using optimization [e.g., Hetland et al., 2012]. In this paper we propose, develop, validate and apply a strategy that avoids the need for unwrapping the observed phase and requires only a few evaluations of the exact fitting function. After validating the strategy using simulated interferograms, we apply it to estimate parameters associated with the magmatic source beneath the Krafla central volcano using radar data acquired between 1993 and 1999.

2. Observable Quantity: Gradient of Range Change

To build a data set for the inversion, we calculate the gradient of range change while simultaneously resampling (but not unwrapping) with a quadtree algorithm called PHA2QLS (K. L. Feigl and P. Sobol, PHA2QLS:C: a computer program to compress images of wrapped phase by simultaneously estimating gradients and quadtree resampling, manuscript in preparation, 2012). The quadtree algorithm, originally developed for image compression [e.g., Samer, 1984], has been applied previously to unwrapped interferograms, i.e., the scalar field of range change (in millimeters) in previous studies [Jonsson et al., 2002]. Simons et al. [2002] use a similar approach, based on the curvature of the unwrapped interferogram. Here, we apply the PHA2QLS quadtree algorithm to wrapped phase. For each square patch of pixels, the quadtree algorithm estimates three parameters: the circular mean direction, the partial derivative of phase with respect to the easting coordinate, and the partial derivative of phase with respect to the northing coordinate. The two derivatives are equivalent to the two horizontal components of the range change gradient. In a given horizontal direction, the range change gradient is proportional to the wave number of the fringe pattern and thus inversely proportional to the distance between adjacent fringes. The misfit to this simple three-parameter empirical model for a planar phase ramp, as measured by the circular mean deviation [Mardia and Jupp, 2000] of the wrapped residual phase, is the criterion for subdividing the patch in the quadtree algorithm. If the misfit exceeds a pre-set threshold (e.g., 0.25 cycles), then the patch is subdivided into four more square patches. If, on the other hand, the misfit is less than or equal to the threshold value, then the value of the partial derivative of phase with respect to the easting coordinate is recorded for the patch. The smallest allowable patch is 2 pixels in length by 2 pixels in width. This process continues recursively until completion. The quadtree procedure thus provides a set of range gradient values that are suitable for inversion.

The resulting data set has several advantages. The resampled data set is smaller than the complete data set, typically by a factor of 10 to 1000. For example, we consider a 4 × 4 patch composed of 16 pixels. If the 3-parameter planar model fits the 16 phase values to within 0.25 cycles, then the resampling algorithm retains a single value, the range gradient, to represent the deformation field in the patch. In this example, the compression factor is 16. The resampled data set therefore includes only those patches with high spatial coherence, one measure of interferometric quality. The gradients are estimated over patches for which the size adapts to the variations in the data. We illustrate the procedure below.

The quadtree procedure provides three scalar fields corresponding to the values of the three parameters estimated for each patch: (a) the circular mean phase, (b) the discrete derivative of range change with respect to the easting coordinate, and (c) the discrete derivative of range change with respect to the northing coordinate. Since each of these fields is derived from the same original field of wrapped phase, any one of them can be used to represent the deformation field. The range gradient offers a number of advantages as an observable quantity for subsequent analysis. Following Sandwell and Price [1998], we take the discrete derivative of range change Δρ with respect to a horizontal coordinate in position X to define the observable quantity for the kth pixel as:

\[ ψ^k = \frac{Δρ(k+1) - Δρ(k-1)}{X(k+1) - X(k-1)} \]  

Unlike wrapped phase change, the range change gradient ψ is continuous and differentiable [Sandwell and Price, 1998]. Using the gradient of range change as an observable quantity avoids the pitfalls of phase unwrapping, as discussed by Feigl and Thurber [2009]. While range change is one component of the displacement vector, its gradient is one component of the “deformation gradient” tensor [Malvern, 1969]. For example a difference of 0.1 cycles in phase or 2.8 mm in range change over the 100 m distance between adjacent pixels in the interferogram corresponds to a range gradient of ψ ~ 2.8 × 10⁻⁵. The fundamental condition for InSAR implies that the horizontal gradient of
wrapped range change cannot exceed 0.5 cycle per pixel in absolute value, e.g., \(1.4 \times 10^{-4}\) for the ERS-1 and ERS-2 radar sensors [Massonnet and Feigl, 1998]. If the range gradient exceeds this “gradient limit” in absolute value, then the corresponding pixel in the interferogram will show no correlation and will thus be excluded by the quadtree resampling.

3. Defining the Forward Model as a Fitting Function

[5] To describe the observed field \(\psi\), we seek a modeled field \(\tilde{\psi}\) defined in terms of a set of \(m\) parameters \(\tilde{p}\). We evaluate the fitting function \(\tilde{\psi}(\tilde{p})\) at each pixel \(k\) over each time interval \([t_i, t_f]\). The fitting function describing the gradient of range change for the \(k\)th pixel is defined as

\[
\psi^{(k)}(\tilde{p}) = \frac{\Delta \rho^{(k+1)}(\tilde{p}) - \Delta \rho^{(k-1)}(\tilde{p})}{X^{(k+1)} - X^{(k-1)}}
\]

where the range change \(\Delta \rho\) is defined as

\[
\Delta \rho^{(k)} = \begin{bmatrix} u_E^{(k)} & u_N^{(k)} & u_U^{(k)} \\ \end{bmatrix} \begin{bmatrix} X^{(k+1)} - X^{(k-1)} \\ \end{bmatrix}
\]

where subscripts \(E, N, U\) denote the east, north and upward components, respectively, of the displacement vector \(\tilde{u}\) and the unit vector \(\tilde{s}\) pointing from the pixel to the satellite. Although a choice of coordinate system for differentiation is arbitrary, only one component of the gradient is required to represent the information in the interferogram. We choose the eastward component of the range gradient for simplicity.

[7] Following previous studies [Savage, 1988; Fialko, 2004; Feigl and Thurber, 2009], we write the range change \(\Delta \rho\) at the \(i\)th temporal epoch \(t_i\) for the \(k\)th pixel located at position \(X^{(k)}\) as a separable function

\[
\Delta \rho^{(k)}(t_i) = f(t_i)g(\tilde{X}^{(k)}) + h(\tilde{X}^{(k)})
\]

where \(f(t)\) is a temporal function describing the deformation field’s dependence on time, \(g(\tilde{X}^{(k)})\) is a mapping function describing the dependence on position \(\tilde{X}^{(k)}\), and \(h(\tilde{X}^{(k)})\) is a function describing “nuisance effects” due to satellite orbits and atmospheric propagation. Taking the discrete derivative with respect to a spatial coordinate \(X_1\) (east), we find the gradient of range change

\[
\psi^{(k)}(t_i) = \frac{\delta \Delta \rho}{\delta X_1} = f(t_i)g(\tilde{X}^{(k)}) + h(\tilde{X}^{(k)})
\]

\[
= f(t_i) \left[ g(\tilde{X}^{(k+1)}) - g(\tilde{X}^{(k)}) \right] \\
+ h(\tilde{X}^{(k+1)}) - h(\tilde{X}^{(k)})
\]

In our subsequent analysis of volcanic deformation, we use a mapping function \(g(\tilde{X}^{(k)})\) attributed to Mogi [1958] to describe the displacement of an observation point with coordinates \(\tilde{X}^{(k)}\) located at the surface of an elastic halfspace. The source of deformation is a spherical cavity located at \(\tilde{X}^{(Mogi)}\).

Our formulation of the Mogi source describes the east, north, and vertical components of displacement \(\tilde{u}\) at \(\tilde{X}^{(k)}\) as

\[
\tilde{u}_E = \frac{2\pi \Delta V (\nu - 1)}{\pi (\Delta X_1^2 + \Delta X_2^2 + d^2)^{3/2}}
\]

\[
\tilde{u}_N = \frac{2\pi \Delta V (\nu - 1)}{\pi (\Delta X_1^2 + \Delta X_2^2 + d^2)^{3/2}}
\]

\[
\tilde{u}_U = \frac{-d \Delta V (\nu - 1)}{\pi (\Delta X_1^2 + \Delta X_2^2 + d^2)^{3/2}}
\]

where \(\Delta V\) is the volume change, \(\nu\) is Poisson’s ratio, \(\Delta \tilde{X}^{(k)} = \tilde{X}^{(k)} - \tilde{X}^{(Mogi)}\), and \(d = |X_3^{(Mogi)}|\).

[8] To describe the temporal evolution of the deformation, we assume a linear function \(f(t_f) = t_f - t_0\) where \(t_0\) is an arbitrary reference epoch. The rate of deformation thus is constant and the volume change \(\Delta V\) becomes an annual rate \(\Delta V / \Delta t\).

[9] The field of range change gradient values is sensitive to processes that are not related to deformation on the ground. For example, inaccurate knowledge of the satellite’s orbital trajectory can contribute to the range gradient at the level of \(\sim 10^{-7}\) [Kohlhase et al., 2003]. In the case of a volcano, though, the orbital effect is negligible compared to the deformation signal. Since the orbital effect varies little over spatial scales shorter than \(\sim 10\) km, it would appear as an additive constant in the expression for the range change gradient \(\psi\). It could, in principle, be modeled by estimating additional
parameters to describe the orbital adjustments. The nuisance effect at the $i$th epoch $t_i$ is simply described as a linear function of the topographic elevation, i.e., the vertical component of the position coordinate such that

$$h_i \left( \vec{X}^{(k)} \right) = h_i \left( X_3^{(k)} - X_3^{(0)} \right) \quad (9)$$

where $\vec{X}^{(0)}$ is an arbitrary reference location. Finally, we write the difference in the gradient of range change between epochs $t_i$ and $t_j$ as

$$\Delta \psi_{ij}^{(k)} = D_{ij}^{(k)} \psi^{(k)}(t_j) \quad (10)$$

where $D_{ij}^{(k)}$ is a incidence matrix with $c$ rows and $q$ columns composed of values $\{-1, 0, +1\}$, as described by Feigl and Thurber [2009, equation (2)].

4. Inverse Problem

[10] Given a set of observed values $\psi$ and modeled values $\tilde{\psi}$ of the gradient of range change, we seek to minimize the objective (cost) function defined as the mean of the angular deviations between the two. For wrapped phase, the deviation in cycles between the observed value $\phi$ and the modeled value $\tilde{\phi}$ is:

$$\omega = \arccos \left( \frac{1}{2} - \frac{1}{2} \cos \left( \phi - \tilde{\phi} \right) \right) \quad (11)$$

where the $\arccos$ function is defined by Feigl and Thurber [2009, equations (14)–(16), and references therein; Mardia and Jupp, 2000; Nikolaidis and Pitas, 1998]. The objective function is an $L_1$ norm that is equivalent to the circular mean deviation of the angular residuals (phase in cycles or phase gradients in cycles/pixel) if their (circular) mean direction is negligible [Feigl and Thurber, 2009]. The mean deviation (averaged over all values in the resampled data set) is the cost, i.e., the objective function to be minimized, is defined as:

$$\bar{\omega}' = \frac{1}{n} \sum_{i=1}^{n} \arccos \left( \frac{1}{2} - \frac{1}{2} \cos \left( \psi_i - \tilde{\psi}_i \right) \right) \quad (12)$$

Like the range gradient $\psi$, the cost $\bar{\omega}'$ is dimensionless.

[11] To minimize the objective function $\bar{\omega}'$ and estimate the optimal values of the parameters $\vec{p}$, we employ the simulated annealing algorithm [Kirkpatrick et al., 1983], as implemented by Goffe [1996]. This algorithm requires evaluating the objective function, and thus the fitting function, many times. Typically, the number of evaluations is of the order of $\sim 10^4$ for problems like the one considered here. In order to reduce the computational cost of the forward problem during simulated annealing, we approximate the fitting function by a second-order Taylor series:

$$\tilde{\psi}(\vec{p}) = \psi(\vec{p}_0) + \sum_{i=1}^{m} \left[ \psi(p_0)^{(i)} (p_i - p_0) + \frac{\psi(p_0)^{(i)}}{2} (p_i - p_0)^2 \right] \quad (13)$$

where $p_0$ is the initial estimate and $p$ the trial value of a single parameter. The derivatives $\psi(p_0)^{(i)}$ and $\psi(p_0)^{(i)}$ with respect to each parameter are evaluated numerically using finite difference formulas around $\vec{p}_0$ before each iteration. For computational efficiency, we neglect second-order mixed derivatives of $\psi$ with respect to more than one parameter. Evaluation of the approximated fitting function $\tilde{\psi}(\vec{p})$, thus involves only matrix-vector multiplication and vector addition, in equation (13).

[12] Using the approximated fitting function changes the shape of the objective function being minimized. Consequently, the final estimate may not be the same as the one estimated using the exact fitting function. To alleviate this problem, a few iterations of the simulated annealing procedure described above are required. At the end of first iteration, the final estimate is used as the initial estimate for the subsequent iteration and the procedure is repeated until the estimated parameters converge to a steady value. The total number of evaluations of the exact fitting function is $l(2m + 1)$, where $l$ is the number of iterations and $m$ is the number of free parameters being estimated. Of these, the $2m + 1$ evaluations required for the second-order Taylor approximation can be performed in parallel. This approach works well as long as the number of parameters $m$ is small, as is the case here.

[13] To summarize, the main steps involved in the procedure are:

[14] (a) Calculate partial derivatives using central difference formulas needed for the second-order Taylor approximation of the fitting function.

[15] (b) Optimize the objective function using the approximated fitting function via simulated annealing.

[16] (c) Use optimized estimate $\vec{p}_1$ as the new initial estimate $\vec{p}_0$.  
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(d) Repeat steps (a) through (c) until convergence, i.e., the parameter estimates achieve a steady value.

5. Validation

To validate the strategy, we perform experiments with simulated data, with and without noise. In the first experiment, we generate a set of wrapped phase values \( \phi \) (Figure 1a) due to deformation caused by a Mogi source buried at depth using a set of parameters \( \hat{p}_{\text{opt}} \), as listed in Table 1. After taking the gradient of range change and simultaneous resampling (from 6400 pixels to 556 patches, shown in Figure 2a), we estimate parameters of the model using the methodology described above. To demonstrate the strategy, we:
Table 1. Initial and Final Parameter Estimates for the Validation Experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Parameter</th>
<th>Optimal ( p_{opt} )</th>
<th>Initial ( p_0 )</th>
<th>Final ( p_1 )</th>
<th>LB ( p_L )</th>
<th>UB ( p_U )</th>
<th>Adjust.</th>
<th>Uncert. ( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without noise</td>
<td>Easting (km)</td>
<td>602.5</td>
<td>597.5</td>
<td>602.4990</td>
<td>597.5</td>
<td>607.5</td>
<td>0.9 (m)</td>
<td>1.7 (m)</td>
</tr>
<tr>
<td></td>
<td>Northing (km)</td>
<td>581.0</td>
<td>576.0</td>
<td>580.9993</td>
<td>576.0</td>
<td>586.0</td>
<td>0.6 (m)</td>
<td>2.8 (m)</td>
</tr>
<tr>
<td></td>
<td>Depth (km)</td>
<td>5.0</td>
<td>2.5</td>
<td>4.9983</td>
<td>2.5</td>
<td>7.5</td>
<td>1.6 (m)</td>
<td>5.8 (m)</td>
</tr>
<tr>
<td></td>
<td>( \Delta V ) ( \times 10^6 ) m(^3)/yr</td>
<td>–2.5</td>
<td>–5.0</td>
<td>–2.4969</td>
<td>–5.0</td>
<td>0.0</td>
<td>0.003</td>
<td>0.008</td>
</tr>
<tr>
<td>With spatially correlated noise</td>
<td>Easting (km)</td>
<td>602.5</td>
<td>597.5</td>
<td>602.5540</td>
<td>597.5</td>
<td>607.5</td>
<td>54.0 (m)</td>
<td>86.9 (m)</td>
</tr>
<tr>
<td></td>
<td>Northing (km)</td>
<td>581.0</td>
<td>576.0</td>
<td>581.0795</td>
<td>576.0</td>
<td>586.0</td>
<td>79.5 (m)</td>
<td>212.6 (m)</td>
</tr>
<tr>
<td></td>
<td>Depth (km)</td>
<td>5.0</td>
<td>2.5</td>
<td>4.6766</td>
<td>2.5</td>
<td>7.5</td>
<td>323.4 (m)</td>
<td>418.8 (m)</td>
</tr>
<tr>
<td></td>
<td>( \Delta V/\Delta t ) ( \times 10^6 ) m(^3)/yr</td>
<td>–2.5</td>
<td>–5.0</td>
<td>–2.0840</td>
<td>–5.0</td>
<td>0.0</td>
<td>0.416</td>
<td>0.426</td>
</tr>
</tbody>
</table>

Figure 2. Gradient of range change values for validation experiment without noise. (a) Values \( \psi \) calculated from simulated phase during quadtree resampling; (b) modeled values \( \hat{\psi} \) calculated from the initial estimate; (c) initial residual values formed by subtracting the initial modeled values from the simulated values; (d) deviations \( \omega' \) for the initial estimate; (e) simulated values, repeated for convenience; (f) modeled values calculated from the final estimate; (g) final residual values formed by subtracting the final modeled values from the simulated values; and (h) deviations for the final estimate. A deviation of 0.1 cycles in phase or 2.8 mm in range change over the 100 m distance between pixels in the interferogram corresponds to a range gradient of \( \psi \sim 2.8 \times 10^{-5} \). The black color represents patches where gradients are either extreme (\(|\psi| > 0.5\) cycles per pixel) or excluded by the quadtree algorithm.
(a) choose wide bounds as listed in Table 1, and (b) use the lower bound as the initial estimate $\mathbf{p}_0$. Following the mathematical notation and plotting conventions of Feigl and Thurber [2009], we display the modeled phase values $\phi$ calculated from the initial estimate of the parameter vector $\mathbf{p}_0$ in Figure 1b. The residual phase values, calculated by taking the wrapped difference of the simulated observations and the modeled phase values as $\theta = \text{wrap}(\phi - \phi)$, appear in Figure 1c. The angular deviations, calculated as $\omega' = \text{arc}(\phi, \phi)$, appear in Figure 1d. The corresponding values of the range gradient appear in Figures 2a–2d: Figure 2a shows values $\psi$ calculated from simulated phase during quadtree resampling, Figure 2b shows modeled values $\tilde{\psi}$; Figure 2c shows residuals $\psi - \tilde{\psi}$; and Figure 2d shows absolute deviations $\omega' = \text{arc}(\psi, \tilde{\psi})$.

On performing the inversion using the approximated fitting function iteratively, we find that the solution converges to the optimal value in $l = 7$ iterations. The total number of evaluations of the exact fitting function is $l(2m + 1) = 7(2(4) + 1) = 63$.

Figure 3. Values of objective function or cost $\omega'$ as a function of the Northing parameter for iterations $l = 1$ through $l = 6$. Blue crosses show the cost calculated from the approximated fitting function. Red circles show the cost calculated using the exact fitting function. Vertical dashed lines represent the initial and final estimates of the parameter. Lower and upper bounds for the parameter are 576 km and 586 km, respectively.
The cost decreases from $\omega'_0 = 0.08209$ cycles per pixel for the initial estimate $\tilde{p}_0$ to $\omega'_1 = 0.00055$ cycles per pixel for the final estimate $\tilde{p}_1$. The modeled range gradient field calculated from the final estimate (Figure 2f) matches the simulated observations (Figure 2e) quite well. Indeed, the absolute value of the residual range gradient (Figure 2g) is everywhere less than 0.0045 cycles per pixel. Similarly, the deviations $\omega'$ shown in Figure 2h have been successfully minimized such that their maximum value is 0.0060 cycles per pixel. To evaluate how well the optimization strategy recovers the original values of the parameters, we also consider the wrapped phase values in the right column of Figure 1. The modeled phase values $\tilde{\phi}$ shown in Figure 1f match the resampled simulated observations $\phi$ shown in Figure 1e quite well. Their wrapped residual difference has a nearly constant value of $\theta = -0.13 \pm 0.01$ cycles everywhere in the field, as shown in Figure 1g. Similarly, the angular deviation is $\omega = 0.13 \pm 0.01$ cycle everywhere in the field, as shown in Figure 1h. The standard deviation of the phase residuals is less than the threshold misfit of 0.0625 cycles set as the maximum allowable value of circular mean deviation in the quadtree resampling. The variations in cost with respect to the Northing parameter are shown in Figure 3 as blue crosses. For the purpose of validation, we also plot the cost values using the exact fitting function as red circles. For brevity, plots of cost as a function...
of the Easting, Depth and Volume change parameters are not shown.

[20] To calculate uncertainty of estimated parameters, we use bootstrap resampling [Efron and Tibshirani, 1986] to generate 100 random realizations of the data set and thus 100 estimates of the parameter vector $\tilde{p}$. Since we use the approximate fitting function using partial derivatives recorded in the final iteration, the bootstrap does not require any additional evaluations of the exact fitting function. The uncertainty $\sigma$ for each parameter is simply the sample standard deviation of the 100 estimates, as listed in Table 1. The final estimates $\tilde{p}_f$ fall well within the 69% confidence interval $\tilde{p}_{opt} \pm \tilde{\sigma}$, validating the approach.

[21] In the second experiment, we add spatially correlated noise on length scales of the order of $\sim 100$ m [Lohman and Simons, 2005] to the simulated data set, and repeat the procedure just described. With added noise, we find that the parameter estimates converge to a steady value in $l = 15$ iterations, requiring a total of $l(2m + 1) = 15(2(4) + 1) = 135$ evaluations of the exact fitting function. The cost decreases from $\bar{\omega} = 0.0805$ cycles per pixel for the initial estimate to $\bar{\omega}' = 0.0135$ cycles per pixel for the final estimate. The wrapped range change field and its gradient, calculated using the initial and final estimates, along with their residuals and deviations, are shown in Figures 4 and 5, respectively. The final parameter

---

**Figure 5.** Gradient of range change values for validation experiment with random noise. Plotting conventions as in Figure 2.
estimate $\tilde{p}_1$ agrees with the optimal estimate $\tilde{p}_{\text{opt}}$ within the bootstrap uncertainties $\tilde{\sigma}$, as listed in Table 1, validating the approach.

The estimation procedure just described successfully recovers the original values of parameters in a test using simulated data, both with and without noise. Yet we can imagine cases in which the procedure might fail. In the case where the bounds delimit a portion of the parameter space that includes several possible solutions, the objective function will include multiple local minima. For example, a dike striking due north and dipping $10^\circ$ to the east and its conjugate striking due south and dipping $10^\circ$ to the west both provide acceptable solutions. In such cases, the solution will converge to the (nearest) local minimum. In practice, however, we can avoid this situation by finding an initial estimate for the parameter vector $\tilde{p}_0$ by trial and error and then setting the upper and lower bounds around it.

6. Application to the Krafla Central Volcano

The Krafla volcanic system is located within the Northern Volcanic Zone (NVZ) of Iceland that accommodates $18.2 \pm 0.4$ mm/yr of spreading associated with the divergent boundary separating the North American and Eurasian plates [DeMets et al., 2010]. It consists of a central volcano along with an associated fissure swarm (Figure 6) that was the site of the most recent rifting episode, known as the Krafla Fires. The rifting episode occurred over a 9-year interval between 1975 and 1984 and included 9 eruptive and 20 diking events along a ~80-km-long rift segment resulting in an average total opening of ~5 m [Tryggvason, 1984; Sigmundsson, 2006]. Subsequent deformation near Krafla has been observed using EDM, leveling, tilt, GPS, and InSAR [Foulger et al., 1992; Tryggvason, 1994; Heki et al., 1993; Hofton and Foulger, 1996; Pollitz and Sacks, 1996; Sturkell et al., 2008; Ali et al., 2010] and has been attributed to steady plate spreading, post rifting viscous relaxation (1984 onwards) along with inflation (between 1984–1989), and then deflation (1989 onwards) of the magma chamber beneath the caldera. Here, we focus on the deformation around the caldera of the central volcano caused by the deflating source during the 1990s [Sigmundsson et al., 1997]. To describe the deformation, we once again employ the Mogi model [Mogi, 1958]. This application serves to validate our strategy on real data.

We analyze synthetic aperture radar images acquired by the ERS-1 and ERS-2 satellites on 10 distinct epochs between 1993 and 1999 [Carr, 2008]. Figure 6 shows the geographic location of the subset of the ERS scene denoted by frame 2277.
of Track 9. We combine $q = 10$ distinct epochs to form $c = 8$ interferometric pairs as listed in Table 2. These pairs form two independent sets, called “species” by Feigl and Thurber [2009], as shown in Figure 7. The eight pairs constitute a minimal set spanning the observed time interval, as shown by the lack of closed loops in the incidence graph. Topologically, the incidence graph for species I contains $q = 6$ nodes (corresponding to epochs) and $c = 5$ edges (corresponding to pairs). Similarly, species II contains $q = 4$ epochs and $c = 3$ pairs.

To generate the interferograms, we use the DIAPASON InSAR processing software developed by the French Space Agency [Centre National d’Études Spatiales, 2006]. The topographic contribution to the interferograms was removed using a digital elevation model (DEM) that has been resampled to 100-m posting and 20-m accuracy [Arnasson, 2006]. The observed wrapped phase change values for all 8 pairs are shown in Figure 9a. In these interferograms, one fringe of phase change corresponds to 28 mm of range change in the direction of the satellite. The principle signal in all eight interferograms is a concentric fringe pattern, consistent with volcanic deformation. We neglect the small contribution from steady plate spreading and post-rifting viscous relaxation as they contribute less than a quarter cycle ($\approx 7$ mm) to the fringe pattern over the width of the study area in the

Table 2. ERS Data Used for Each Pair in This Study*

<table>
<thead>
<tr>
<th>Pair</th>
<th>$h_a$ (m)</th>
<th>Species</th>
<th>First Epoch ($t_i$)</th>
<th>Second Epoch ($t_j$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2628.2</td>
<td>A</td>
<td>10174 1993.4822</td>
<td>17398 1998.6274</td>
</tr>
<tr>
<td>2</td>
<td>-53.8</td>
<td>A</td>
<td>10174 1993.4822</td>
<td>5875 1996.4235</td>
</tr>
<tr>
<td>3</td>
<td>-63.1</td>
<td>A</td>
<td>10675 1993.5781</td>
<td>11386 1997.4767</td>
</tr>
<tr>
<td>4</td>
<td>64.9</td>
<td>A</td>
<td>10675 1993.5781</td>
<td>23410 1999.7781</td>
</tr>
<tr>
<td>5</td>
<td>-198.6</td>
<td>B</td>
<td>11677 1993.7699</td>
<td>22408 1999.5863</td>
</tr>
<tr>
<td>6</td>
<td>70.3</td>
<td>B</td>
<td>11677 1993.7699</td>
<td>6877 1996.6147</td>
</tr>
<tr>
<td>7</td>
<td>190.2</td>
<td>A</td>
<td>5875 1996.4235</td>
<td>23410 1999.7781</td>
</tr>
<tr>
<td>8</td>
<td>392.6</td>
<td>B</td>
<td>6376 1996.5191</td>
<td>22408 1999.5863</td>
</tr>
</tbody>
</table>

*The term $h_a$ denotes the altitude of ambiguity [Massonnet and Rabaute, 1993].

Figure 7. Orbital separation versus time for the interferograms. Horizontal axis displays the acquisition date (epoch) of each image, and labels next to circles denote orbit numbers and the vertical axis shows the orbital separation at the acquisition epoch. Dashed lines connect epochs used to form interferometric pairs in species I (red) and II (blue).
We now apply the strategy to estimate the four parameters in the Mogi model describing the deflating source beneath the caldera of the Krafla central volcano from observed data. The InSAR data set for each pair spans 8 km in easting by 8 km in northing and includes 6400 pixels, reduced to \( n < 500 \) values of the range change gradient \( \psi \) by quadtree resampling. The initial estimate and bounds for the model parameters are the same for all pairs, as listed in Table 3. The bounds are fairly wide given the size of the image. Once again we deliberately choose a poor value for the initial estimate (Figure 8b). We perform the inversion using data from all pairs (1–8) as eight individual solutions and one ensemble solution. Results using pair 1 only are shown in Figure 8 and the values of estimated parameters are listed in the second column of Table 4. Figures 8a and 8e show the interferogram spanning the longest time interval (\( \sim 6 \) years) [Ali et al., 2010].

Table 3. Initial Estimate and Bounds for the Parameters Considered in the Inversion

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Initial ( \rho_0 )</th>
<th>Lower Bound ( \rho_L )</th>
<th>Upper Bound ( \rho_U )</th>
<th>Step ( \delta \rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Easting (km)</td>
<td>599.0</td>
<td>597.0</td>
<td>607.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Northing (km)</td>
<td>584.0</td>
<td>576.0</td>
<td>586.0</td>
<td>0.5</td>
</tr>
<tr>
<td>Depth (km)</td>
<td>4.0</td>
<td>2.0</td>
<td>7.0</td>
<td>0.5</td>
</tr>
<tr>
<td>( \Delta V/\Delta t ) ( \times 10^6 ) m(^3)/yr)</td>
<td>-3.5</td>
<td>-5.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 8. Interferograms for pair 1 spanning the 1993.48–1998.62 time interval. Plotting conventions as in Figure 1, except that Figures 8a and 8e show observed phase \( \phi \) before and after quadtree resampling.
observed values of the phase field $\phi$, before and after quadtree resampling, respectively. The modeled values of phase $\tilde{\phi}$ calculated using the initial and final estimates of the parameters are shown in Figures 8b and 8f, respectively. Figures 8c and 8g show the residual values between observed and modeled values for both the initial and final estimates, respectively. Figures 8d and 8h show the deviations between the observed and modeled values of the phase. During optimization, the cost decreases from $\omega' = 0.105$ cycles per pixel for the initial estimate to $\omega' = 0.066$ cycles per pixel for the final estimate.

We repeat the same procedure for pairs 2 through 8. In all cases, we find that each parameter converges to a steady value after a few iterations. For brevity, we only show the range change field calculated from the final estimate (Figure 9b) and the corresponding range change residuals (Figure 9c) calculated by subtracting the modeled range change from the observed range change (Figure 9a). Figure 10 shows how the estimated parameters vary with different pairs. The weighted mean value for each of the parameters estimated from pairs 1–8 individually, is listed in the fourth column of Table 4. Pairs with large decorrelated regions result in a poor fit, increasing the uncertainty of the estimated parameters. We also perform an inversion of all eight pairs together as an ensemble. The values of estimated parameters, along with their uncertainties, are listed in the sixth and seventh columns of Table 4 and also plotted in Figure 10. For each parameter, the value estimated from the ensemble is similar to the mean value averaged over the eight pairs estimated individually.

### Table 4. Model Parameters Estimated Using Pair 1 and Pairs 1–8 (Individually and Jointly)

<table>
<thead>
<tr>
<th>Parameter (Name)</th>
<th>Value 1</th>
<th>Uncertainty (σ)</th>
<th>Value 1–8 (Mean)</th>
<th>Uncertainty (σ)</th>
<th>Value 1–8 (Joint)</th>
<th>Uncertainty (σ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth (km)</td>
<td>3.480</td>
<td>224.9 (m)</td>
<td>3.480</td>
<td>224.9 (m)</td>
<td>3.480</td>
<td>224.9 (m)</td>
</tr>
<tr>
<td>Easting (km)</td>
<td>601.954</td>
<td>314.5 (m)</td>
<td>601.954</td>
<td>314.5 (m)</td>
<td>601.954</td>
<td>314.5 (m)</td>
</tr>
<tr>
<td>Northing (km)</td>
<td>581.581</td>
<td>267.6 (m)</td>
<td>581.581</td>
<td>267.6 (m)</td>
<td>581.581</td>
<td>267.6 (m)</td>
</tr>
<tr>
<td>$\Delta V/\Delta t$ (10$^6$ m$^3$/yr)</td>
<td>-0.750</td>
<td>0.145</td>
<td>-1.144</td>
<td>0.208</td>
<td>-2.149</td>
<td>0.254</td>
</tr>
</tbody>
</table>

### 7. Discussion

The Mogi model describes most, but not all, of the observed deformation pattern, as indicated by the similarity between the observed and modeled values of the phase (Figures 9a and 9b, respectively). Indeed, the residual values show little spatially coherent structure (Figure 9c). The remaining residuals could result from “nuisance effects”, inadequate parameterization of the source or processes such as plate-spreading and post-rift relaxation that have been neglected in the model.

Our estimates for easting and northing are similar to those estimated and used by Tryggvason [1999], Sigmundsson et al. [1997], and de Zeeuw-van Dalfsen et al. [2004], but the depth estimate of 4.98 ± 0.21 km is deeper than previous estimates of 2–3 km. Most of the previous results are based on GPS data. Although de Zeeuw-van Dalfsen et al. [2004] use a subset of the InSAR data analyzed here, they focus on a larger region and the central volcano is poorly resolved [de Zeeuw-van Dalfsen et al., 2004, Figures 2a–2h]. Using the conventional approach of unwrapping the interferometric phase and then estimating the parameters, they find a depth of 2.4 km for the shallow, deflating magma chamber. Some of the apparent discrepancy in depth can also be explained by differences in the elastic properties assumed for the modeling, as discussed previously by Masterlark [2007]. Our estimate, however, is consistent with results from seismic tomography that place the top and bottom of the magma chamber between 3 and 7 km below the surface, respectively [Einarsson, 1978; Bransdottir et al., 1997].

In terms of horizontal location of the source, the values of the Easting and Northing parameters estimated from the eight pairs individually agree within their uncertainties. Their weighted means agree with the values estimated from the eight-pair ensemble to within their uncertainties. The scaled standard error of the mean is 0.096 km and 0.133 km for the Easting and Northing parameters, respectively. These uncertainties are of the same order of magnitude as the bootstrap values of 0.044 km and 0.100 km for the eight-pair ensemble. The estimates of depth show more scatter. The mean of the depth estimates from the eight individual pairs,
Figure 9. Interferograms showing wrapped phase values for pairs 1–8 listed in Table 2. (a) Observed phase values $\phi$ for pairs 1–8. (b) Modeled phase values $\phi$ for pairs 1–8, calculated using the final estimate from each pair. (c) Residual phase values $\theta$ for pairs 1–8, calculated as the wrapped difference of the observed and modeled values.
4.44 ± 0.32 km, is within 2σ of the ensemble estimate of 4.98 ± 0.21 km.

To compare our results to those of previous studies, we consider the rate of vertical displacement $u_Z$ at a point located directly above the Mogi source. Figure 11 shows the vertical displacement as a function of time as estimated from pairs 1–8 individually. Following Sturkell et al. [2008], we assume that $u_Z$ decays exponentially as a function of time

$$u_Z(t; X_{Mogi}, Y_{Mogi})_{Z=0} = v_0^Z [1 - \exp(- (t - t_0)/\tau)]$$ (14)

where $t_0 = 1989.0$ is a reference epoch in years, corresponding to the beginning of the deflation of the volcano and $\tau = 4.39$ years is the
characteristic decay time. To find the exponential curve that best fits the data, we estimate a single parameter by temporal adjustment of the linear system [Beauducel et al., 2000; Feigl et al., 2000; Schmidt and Bürgmann, 2003]. The best fitting value of $v_Z(0)/C_0 = 0.0937 \text{ m/yr}$ leads to the curve in Figure 11. Taking the derivative with respect to time, we show the corresponding vertical velocity $v_Z$ as a function of time in Figure 12. The vertical velocity is negative, indicating subsidence. In magnitude, it slows from $/C_2434 \text{ mm/yr}$ in 1993 to $/C_248 \text{ mm/yr}$ in 1999, in good agreement with the rates described by Sturkell et al. [2008].

8. Conclusions

We have developed, validated, and applied a new strategy for estimating parameters in a geophysical model from the gradient of InSAR range change. This strategy offers a number of advantages. First, by working with range gradient, it avoids the pitfalls associated with phase unwrapping techniques. Second, the quadtree resampling algorithm adapts the sampling density to the spatial coherence in the interferogram. The size of patch determines the amount of spatial averaging or smoothing. For example, Figures 4a and 4e show the simulated wrapped phase values (with noise) before and after quadtree resampling, respectively. The corresponding values of the range gradient appear in Figure 5a (Figure 5e is identical). Third, the method is also computationally efficient because the number of evaluations of the exact fitting function is $l(2m + 1)$, where $l$ is the number of iterations and $m$ is the number of parameters. The $(2m + 1)$ evaluations for each parameter can be performed independently, in parallel. Fourth, the procedure provides uncertainties for the estimated parameters via bootstrapping, without the need for additional evaluations of the exact fitting function. We have applied the strategy to estimate parameters of a deflating source beneath the Krafla central volcano using multiple interferometric pairs acquired by the ERS-1 and ERS-2 satellites over a 6-year interval between 1993 and 1999. The optimal solution estimated from the 8-pair ensemble indicates a source at $4.98 \pm 0.21 \text{ km}$ depth. Temporal adjustment of the eight pairs taken individually indicates a deflation rate that decays exponentially over the interval, in agreement with prior studies.
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